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Abstract—This paper deals with electrical traffic grooming the request will pass through the EXC level in order to be
into optical lightpaths. In the context of a multi-layer EXC/OXC  aggregated with other requests. As the traffic matrix is known
network, electrical traffic grooming aims to optimize resources in advance, this routing and grooming problem is resolved
utilization in terms of required optical channels. It also enables to . ' . L2 . o
relax the wavelength continuity constraint. Whereas most of the '”tf’ a netyvork dimensioning problem. From the dimensioning
existing studies are applied either to permanent traffic demands Point of view, the network must be able to carry the whole
or to dynamic traffic demands, we consider dynamic scheduled data traffic at each instant. The primary design objective is to
traffic demands for which the date of activation and life duration  mjnimize the network deployment cost.

are pre-known. Our objective is to compare two algorithmic ap- The paper is organized as follows. We beain with a brief
proaches: Meta-heuristics and sequential algorithms. The former hap 9 ) 9

approach deals with the scheduled demands as a set. It performs description of _the previous_ works reported for th_e grooming

global optimization by considering all the possible grooming Problem. Section Il describes the adopted traffic model as
combinations. The latter approach tries to route the demands well as the architecture of the hybrid OXC/EXC network

iteratively at their instant of arrival. We compare our algorithmic  node considered in our study. Section IV describes how

ﬁt%‘;;?ﬁfehes with two other grooming strategies proposed in the e grooming process can be physically implemented in the

' network nodes. In Section V, we describe both the proposed

I. INTRODUCTION meta-heuristic algorithm as well as the sequential algorithm.

These algorithms are used in order to dimension a network

WDM optical networks have been widely deployed agpje to handle a given set of requests. Extensive simulations

a transport network for long-distance high-speed network$, e pheen carried out in order to evaluate the performance

Nowadays, an optical communication path referred as lighit poth algorithms. The obtained numerical results are shown
path can carry about 10 to 40 Gbps of data traffic whilg, Section VI. In Section VII we provide a summary of our

the capacity requirement of a traffic request may be far leggjor observations and some directions for future work.
than that. Thus an essential functionality of WDM networks,

referred to as traffic grooming, is to aggregate low speed [l. PREVIOUSWORK

traffic connections onto high speed wavelength channels inyragfic grooming started to become a relevant research topic
a resource-efficient way. Traffic grooming aims to maximizgince 1998. The early research efforts on traffic grooming
the network throughput for given network resources or iave mainly focused on SONET/WDM ring networks. The
minimize the resource consumption when satisfying a giveéRajor cost of such networks is considered to be dominated
set of .traff_|c requests. A key .component _that enables traf[gcy SONET add/drop multiplexers (ADMs). Several optimal
grooming in mesh networks is an Electrical Cross-Conneghq near-optimal algorithms have been proposed to solve the
(EXC) coupled with an Optical Cross-Connect (OXC). SucRaffic grooming and wavelength assignment problem for ring
hybrid node architecture is able to perform data switching apgiworks and single-hub ring networks. The objective of such
grooming at the electrical level while it is still capable ofygorithms is to minimize the number of required wavelengths
multiplexing/demultiplexing and switching traffic streams ang SONET ADMs. These algorithms focus on static traffic
the optical level. _ _ _ _ only (permanent circuits). For example, the algorithm in [1]
In this paper, we mainly consider dynamic traffic demanggrmulated the grooming optimization problem as an ILP for
for which the arrival time as well as the holding time arging networks considering static traffic. In this paper, the
known. Each request needs to be setup by: 1) determiniggihors compare single-hop grooming and multihop grooming
a route across the network connecting its source node tof{§ sych networks. In this same paper, heuristic approaches
destination node; 2) determining at which intermediate nodgg proposed. These heuristics divide the traffic grooming
problem into two steps. In the first step, the traffic demands

A part of this work is associated with the research activities of the No'€ a_SS'gr?ed to circles. In the se_cond Step, a traffic groomlng
e-Photon ONe European Network of Excellence algorithm is employed to reorganize the circles or connections




on wavelengths. The authors propose a Simulated Annealing Thus the set-up and tear-down dates are chosen uniformly
algorithm for single-hop connections and a greedy algorithm in the set[0..48] where 48 is the number of half hours
for multihop connections. in a day.

Later on, researches began to consider mesh networks The required rate of the requests is chosen uniformly in
instead of ring networks. In this context, the objective of traffic  the interval]0,0.9 x C,], C,, being the capacity of the
grooming algorithms becomes the reduction of the number full optical channel.

of transceivers (e|eCtr.ica| pC?rtS of the EXC) The work in Let NSED be the number of SEDs to be generated during
[2] formulates the static traffic grooming problem as an ILkhe simulation period. The data traffic flow (in bps) entering
and also proposes a heuristic approach for this problem. Tf& network is measured at each instant. The average of this

proposed heuristic is a sequential approach that solves {hgfic flow is notedsszp while the overall peak of this traffic
traffic grooming problem for one connection request at a timggw is notedrszp.

For each request, it tries to simultaneously route and groom
the considered request on a suitable path. Recent works B3] Node Architecture

begin to consider dynamic wraffic pattemns in WDM mesh We have considered a multi-layer node architecture that is

networks. These studies consider mainly sequential algorit le not only to handle sub-wavelength traffic requests such
and compute the blocking probabi.lity/ rejectipp ratio for WOM,q seps but that can add/drop and switch full wavelength
networks with constrained grooming Capat?"'ty- . traffic requests such as LDs. This multi-layer node (Figure 1)
In our approach, we consider the routing and grooming, orices a non-blocking optical cross-connect (OXC) with
pr_ol_)le_m for_WDM mesh netwc_)rks under dynamic but deteE’witching capabilities for wavelength channels coupled with
ministic traffic d.emands. Fo.r this tas!<, we have developed tVglonon-blocking electrical cross-connect (EXC) with switching
grooming algorithms. Our f|rst. algorithm is based on a met@épabilities for smaller granularities. The OXC and the EXC
heuristic ap'proach.. It deals with the yvhole sgt of demands connected by a limited number of transponders. This multi-
once and ries to find the best grooming solution bas_ed on § §er node architecture as well as its equivalent auxiliary graph
beforehand knowledge of the arrival times, the holding timgs 4| were largely detailed in [4], [5]. In the following, we

and the required rates. Meanwhile, our second algorithm ig)gofy gescribe the basic elements of such architecture.
sequential approach that solves the traffic grooming problem

for one connection request at a time. For each request, it tries DropLD  DropSED  AdSED  Add LD
to simultaneously route and groom the considered request on H i f =
the available network resources. If this is not possible, the
algorithm adds additional resources and routes the request or
the least expensive route.

T3] |T3 €3 €

I1l. TRAFFIC CHARACTERIZATION AND NODE ~ %l 1% %] I °201 | _—
ARCHITECTURE Input t: :jol Output

Fibers 5; ::’01 Fibers

A. Traffic Characterization — "ol 0XC B T

The traffic offered to the network is generally decomposedrig 1. ExC/OXC node architecture and its equivalent auxiliary graph
into traffic demands characterized by their bit rate, arrival time,
holding time and source/destination nodes. In our case studyj, general, SED traffic requests with different granularities
we mainly consider requests that are said toSmheduled gre generated at the EXC level. This is achieved by using an
because their characteristics are known before their instanteqf,ittmg electricale;-port and is represented by the use of
arrival and to beElectrical because they do not require thgpe g edge in the auxiliary graph. Several SED connections
whole capacity of an optical channel. Such traffic requests &gy be aggregated into the same connection and transmitted
referred to as Scheduled Electrical Demands (SEDs) oppo:f,ﬁg)yugh the optical layer. Such aggregated connections are
to Lightpath Demands (LDs) where the required data rate isferred to asGrooming Lightpath(GL). A GL is a direct
equal to the capacity of an optical channel. The traffic requegnnection between nonadjacent nodes acting as a logical one-
characteristics are generated as follows: hop link, where all intermediate nodes are passed through at
« Each network node is assigned a weight(i) that is the OXC level. An existing GL is represented by aedge
proportional to the number of citizens surrounding itg1 the auxiliary graph. At its source node, the GL is switched
geographical location. These weights are integer numbérsm the EXC to the OXC using an emitting electricaj-
ranging between 1 and 10 and represent the capacity g@t and an opticabs-port. This is represented by the use of
node to send/receive data. Consequently, the source #imelb edge in the auxiliary graph. At the intermediate nodes,
destination nodes of the requests are chosen among tte GL remains at the OXC level and it passes through the
network nodes according to this weight distribution. OXC using two opticalo;-ports. This is represented by the
o The set-up and tear-down dates of the requests arge of theh edge in the auxiliary graph. When at least one
quantized with a constant quantization step of 30 minutéSED belonging to a GL must be extracted, this GL is switched



back from the OXC to the EXC using an optieatport and a

receiving electricals-port. This is represented by the use of

the e edge in the auxiliary graph. Multihop grooming can be

achieved using thg edge of the auxiliary graph. Finally, an

SED request is dropped from the network using a receiving

electricalr,-port. This is represented by the use of thedge ‘

in the auxiliary graph. o,
As a result, each node is composed of a set of optigal

ports (i = 1,2,3), a set of emitting electricat;-ports (i =

1,2,3) and another set of receiving electricgtports (i = a a B B

1,2, 3). Due to the need for large buffers and fast electronics Fig. 2. A simple network for grooming example

in order to process the signals at the EXC level, the cost of an

electrical port is higher than the cost of an optical port. ket  Grooming the two requests and d, yields to the aggre-

be the ratio of the cost of an electrical port to the cost of afated demand, and to a set of additional demands. Some of

optical port. Nowadayss ~ 5. these demands take into account the non common portions of

the paths ofj; andd,. The characteristics of such demands

IV. TRAFFIC GROOMING PROCESS

The characteristic of SEDs lies on the fact that their flow gre.

smaller than the capaci [ icularity * % (51 G101, f1,01)
pacity of a wavelength. This particularity 5. (Go D 3 )
is taken into account by the use of electrical aggregation.® °¢ \722 =1 @1: 71, <1
The ina of multi e o e 0 (92, G1, 2, B, wo)
grooming of multiple SEDs consists in multiplexing their 5. (G D

electrical flows on a same GL within an EXC. The grooming * “¢ (G2, Dy, a, i, w2) ,
process requires that all the considered SEDs share at I&  rest of these demands take into account the non common
a common fiber link and that all of them are active during geriods of time. The characteristics of such demands are:
common period of time [6]. . dy éGbGQ,Omaz,m)

One can show that grooming multiple traffic requests ons g (G1, G2, 51, 82, ws)
the same GL can be achieved by a series of consecutive\ccording to the characteristics of the initial demardds
grooming processes where the requests are considered &md §,, some of these demands may not exist. However, the
by two. Consequently, we will consider only the case whegxisting requests among these last six demands form the set
we groom together only two requests at a time. The iteratig¢ marginal demands. As a result of the grooming process, the
nature of the used algorithms ensures that multiple requesés of all the SEDs must be modified by adding the aggregated
are groomed together. requesty, and the set of marginal demands and by removing

In order to illustrate the grooming process, let us considgte original demands; andés.
two traffic request®$; andd, given by:

« Source node S; & S, resp. V. TRAFFIC GROOMING ALGORITHMS

« Destination node D; & D- resp. As just shown, the grooming process implies the use of
o Set-up time oy & ay resp. additionales, r3 andos-ports within the network but it reduces

o Tear-down time 3; & (3, resp. the number of required;-ports. Our optimization problem is

o Rate :w; & wy resp. then based on a trade-off between the cost penalty due to

In addition, we suppose that these two demands can Eyéditional ports and the benefit due to the reduction in the
aggregated together since they satisfy the grooming constraitgnber of other ports. The overall cost of the network can be
(common links, common period of time) as shown in Figureeduced thanks to the resource reutilization between different
2. Theoretically, grooming these two demands must yield tfgquests. This network cosgtis expressed as a function of
aggregated demand), (G1,Go, a2, B1, w1 + wo). the number$ of optical ports and the number of electrical

At nodeGl, the two demandél and62 must be passed to pOftS. A coefficients (|n front of (p) represents the fact that
the EXC in order to be groomed together, hence twgorts an electrical port is< times more expensive than an optical
and twoos-ports need to be added at this node. Similarly, iROrt.
order to restitute these two demands, tepeports and two (=vV+Ko
o3-ports need to be added at nodg. Also, the aggregated
demandsd,, requires electricales/rs)-ports and optical d3)-
ports at both ends. In brief, in order to groom these two 1) Notations: Before detailing the proposed algorithm, let
demands, six additional electrical ports and six additiont define some useful expressions and concepts:
optical ports are necessary. However, the number of opticale Common Path LengfCPL): It is a function that indicates
o1-ports along the common path is reduced. In addition, the if two demands satisfy the grooming constraints or not.
number of additional ports can be reduced due to space-time CPL is equal to O if the considered requests are not
reutilization between the different SED requests. simultaneous, otherwise CPL is equal to the maximum

A. Meta-Heuristics Algorithm



number of consecutive common links/hops used by these3) Other Greedy Algorithmsin this section, we will in-
two requests. troduce two basic greedy algorithms. This will allow us to

o Successful Grooming Pa{SGP): It is a pair of demands evaluate the performance of our proposed greedy algorithms
with a positive CPL for which, once the grooming procesis terms of computation time as well as in terms of network’s
is applied, the overall network cost is reduced comparegst obtained at the last iteration.

to the original overall cost. Theoretically, by grooming two demands, only the number
« Unsuccessful Grooming Paf{tJGP): The pair of requests of o,-ports is reduced. An intuitive idea is to always try to
that does not satisfy the previous statement. groom the pair of demands with the largest CPL. Thus the

2y p d1 ve Greedy Algorithmd hi reduction in the number of;-ports can be more important.
.) roposed lterative Greedy 'gorlt nce a pat 'S The Greedyl algorithm analyses all the pairs of demands and
assigned to each request between its source and its destln%odrljks them as SGPs or UGPs. Within the set of pairs of

nodes, one can ;hoose_ to use an exhaL_lstive algor_ithmdg?nands marked as SGPs, we choose the pair with the largest
groom each possible pair of demands. This method is ti L. As a result of grooming this pair of demands, the set

consuming and requires considerable memory resources.o}na" the SEDs must be modified by removing the original

Qrd'er to reduce thg computation time, one can'choose d8mands and by adding the aggregated demand and the set of
limit the number of iterations of the algorithm. This can b?narginal demands

implemented by using a list fist with a limited capacity Due to the fact that at each iteration we analyse all the pairs

which keeps in memory the pairs of requests marked ag UGgis'demands, the Greedyl algorithm is too time consuming.
The algorithm stops once all the CPL are null or theid® An alternative solution is to groom any pair of demands

has reached. its maximum c:?lpacity. ~ marked as SGP regardless of the value of their CPL. At each
By grooming demands with large CPL, the reduction ifieration, the Greedy2 algorithm searches the set of demands
the number of required,-ports can be important. We hopein a random order and tries to groom any pair of demands

that this reduction can compensate the increase in the nUM@h a positive CPL. Then the set of all the SEDs must be

of requiredes, r3 and oz-ports. An intuitive idea is to start modified accordingly.

trying to groom pair of demands with large CPL before trying

to groom pair of demands with smaller one. In order to testth Sequential Algorithm

sufficient number of pairs of demands, the capacity dfst Using the auxiliary graph model of an EXC/OXC node

must be set to a large value. This capacity can be redud&#ction I1I-B), the network can be represented by an equiva-

significantly if the algorithm is modified as follows: lent graph. The routing and grooming of SEDs is based on a

. shortest path algorithm such as Dijkstra Algorithm applied to

» The algorithm stops when all the CPLs are nu.II O%his network graph. The network operator may decide of the
when we tr)_/ 0 groom a consecutive ngmbgr of pairs %fhortest path criteria by suitably choosing the link cost/weight
demand; without CTOSt |mprqvement. Th|s IS Implement‘?J%lrameters. The cost of a link depends on the current network
by resetting the Fis¢ each time we f!nd an SGP. . ﬁtate as well as on the characteristic of the request itself.

« Step 1:In order not to neglect thg pairs of demands_wn 1) Weight assignmentSED routing assumes the assign-
small CPL, we try to groom pairs of demands with aﬁuent of an infinite weight te andf edges while the remaining

fr? nsta_n t Cf I& staru(;]g f((t)r:ntr:he IargtesttCCPPLL. Whetn " ges are assigned a finite weight unless they have reached
€ pairs of gemanas wi IS constan are testteir maximum capacity. The finite weight of &g b, d, e,

and founded as UGP or when thelt has reached its or h edge is set to zero while the finite weight assigned

maximum cqpamty, we decrease the V"?‘l_ue of th_e Cng ano or i edge depends on the required rate of the request
reset the Tlist and retry to groom additional pairs of

d ds with th | f CPL. This i tt be routed and on its life duration. Let us consider a new
emands wi € hew value o - [NIS 1S repealegep, request characterized by its rateand its active period
until all the possible value of the CPL are considere

Let L. be th . itv of the [Tst ta,tp]. The finite weight assigned to anedge is the ratio of

S? E'Be N maxlrphgm capactly fd& 5 .d ith | its maximum capacity’ to its free capacity?’ augmented by

* Slep 2. because, In this case, pairs ot demands wi arq — z). This additional cost represents the fact that the SED
CPLs cannot take advantage of the resources added s not use the whole capacity of the optical channel.

pairs of demands with smgll CPLs carried "f’“e“ we _try The weight assigned to anedge representing a new GL
a last attempt to groom pairs gf deman_ds without f|xm% equal to the sum of the weights of the different edges
the value of the CPL and starting from its largest Valu‘13’0rming this GL. However, the weight assigned to an existing

Let L, be the maximum capacity of the_ltst for this GL composed ofc WDM channels & hops) is computed as
last attempt. follows:

A flowchart detailing the grooming algorithm is drawn in « Let C; be the maximum capacity of the considered GL
Figure 3. The section of the flowchart representing step 1 is andy, its carried data rate evaluated at instant’; and
enclosed by dashed line. One can choose to repeat step 1 y, are functions of the already routed SEDs.
several times before going on to step 2. Datbe the number « The differencef; = C; — y; represents the free capacity
of times that step 1 will be repeated. of the GL at time instant.
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Fig. 3. Flowchart of the grooming algorithm

« It may happen that the considered GL can carry the nev 25 ! — t !

SED during a periodly C [ta,tp] (x < F; Vt € Ty 2 mmmmmmcbonf el
andzx > F; elsewhere). Lef’ be the minimum value of /

F; for any ¢ during Ty. The weightwy for holding the
new request durin@’y is equal to(F — x) x k + k.

« If sufficient resources exist in the network, the duration 0
and/or the free capacity of the considered GL can be o
extended by reserving additional resources in order tc
carry the new SED during its whole life peridd,, t;].
The weightwg for extending the considered GL is equal
to the sum of the weights assigned to the various edge
of the GL. These weights are the same as the weight
described above for creating a new GL but are evaluate: 0
during T = [ta. ty] — T4 10 2 13 Ti::e t5 6 7

. i_ir?':ez?nte:rvatll)T_ tz_zl_ haéHSV(ali:]thtTH absesigtrllidliggttlfrl]e ()(afdg:ae F;gé éD An illustration of auxiliary graph edges’ weight updating in the case

H- w 0
representing the considered GL is equal to:

GL utilization

W B o,

- N

Edge "o’ utilization

In order to implement the ratie of the cost of an electrical
T T _ T port to the cost of an optical port in the routing algorithm, the
H t H . . . . -
w = T X whH + T X WE weight assigned tb ande edges is fixed to a positive value.
K K 2) Proposed Sequential AlgorithnThe Dijkstra algorithm
For instance, let us consider the GL given by Figure 4 ansl initially designed to route dynamic traffic requests in a
let us consider a new SED to be routed given hy=0.25, blocking scenario where we try to achieve some objectives
to < tq < t; andt, = tg. The considered GL can carry thedepending on the adopted policy. This algorithm can be
new SED duringly = [t., 1] U[t2, t5]. The free capacity” slightly modified in order to be used as a tool for network
is equal t00.35 during Ty, thuswy = 1.1 x k. The costvy of  dimensioning. In this latter case, the objective of the algorithm
extending the considered GL durifg: = [t1, t2] [ts, ts] IS IS to minimize the congestion observed in the network. Given
equal to the sum of the weights assigned to the various edgeset of requests, the modified algorithm fixes a value to the
of the GL. For an edg® of the GL given by Figure 4, its congestion and tries to route as much requests as possible. If
maximum capacityC' is equal to4 and its free capacity some requests cannot be routed, the algorithm increases the
during T is equal tol. Thus, the weight assigned to thes value of the congestion and tries to route additional requests.
edge is equal td/1 + (1 — 0.25) = 4.75. When all the requests are routed, we evaluate the global



network cost expressed as the number of optical and electriohthe Greedyl algorithm is composed of 18152 optical ports
ports. and of 7927 electrical ports. Subsequently, the overall cost
of the network is equal to 57787. Compared with the case
where no grooming is performed, this solution represents a

In this section, we experimentally evaluate the performangain of 4.23%. In this case, the congestion was evaluated to
of the grooming algorithms described in Section V. For thi99. For the Greedy2 algorithm, the least expensive network
purpose, we have considered the 29 node and 44 link N&Fcomposed of 18704 optical ports and of 8027 electrical
backbone network shown in Figure 5. A set/@fzp = 5000 ports. Subsequently, the overall cost of the network is equal
SED requests is generated as stated in Section IlI-A. Tte 58839. Compared with the case where no grooming is
average traffic flow entering the network at each instant jerformed, this solution represents a gain of 2.49%. In this
equal topgepp = 1.52 Thps while the peak of such traffic case, the congestion was evaluated to 231. Figure 6 illustrates
flow is equal torggp = 2.18 Tbps. the overall network cost versus the computing time for the
three algorithms.

VI. NUMERICAL RESULTS
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Fig. 5. 29 node and 44 link NSF backbone network

6. Evolution of the network’s cost versus computation time for different

It is to be noted that all the simulations have been carrl%ggom,ng algorithms

out on a 3 GHz PC with 512 MB of RAM.
Note that the number of required optiealports reaches a
minimum when each SED request passes through the EXC
1) Comparison between our iterative greedy algorithm witht each intermediate node that it traverses. When routing
other greedy algorithmsFirst, we assign to each request thaccording to the shortest path algorithm, this minimum is equal
shortest path between its source node and its destination nadez2380, -ports. Moreover, the number of required electrical
When no grooming is performed, a network able to handjgrts reaches a minimum when the SEDs are groomed together
the set of 5000 SEDs is composed of 19811 optical ports amthout any need to additional ports at intermediate nodes. As
8106 electrical ports. Given that = 5, the overall cost of aresult, one can compute a lower bound on the overall network
the network is equal to 60341. The congestion, defined as @wst. This lower bound depends only on the routes assigned
number of wavelengths used on the most loaded link, is eqealeach request. For the shortest path routing algorithm, the
to 246. lower bound on the network cost is given by 9393 optical
Without changing the path assigned to the requests anddayts and 6118 electrical ports. Subsequently, this lower bound
only applying our iterative greedy algorithm, the number dé equal to 39983. It is to be noted that this lower bound is
optical ports required to handle this set of SEDs is reduceakely achievable because it is almost impossible to groom
to 14559 ports while the number of electrical ports is reducedl the SEDs without the need to additional ports at the
to 7308 ports. This result is achieved when the parametémigermediate nodes. Indeed, when the grooming is performed
Ly, L, and N; of our proposed iterative greedy algorithm arat each intermediate node, the number of required optical ports
fixed to 100, 1000 and 1 respectively. As a result, the overidlequal to 14656 ports while the number of required electrical
cost of the network has decreased to 51099 which represgudsts is equal to 11381. The cost of such a network is equal
a gain of 15.31%. The congestion has decreased also to 16271561 which is higher than the estimated lower bound.
The processing time to obtain this result is roughly one hour.2) Impact of the chosen routing solution on the grooming
Similarly, we have optimized the grooming of the 500@ptimization:In the previous section we have shown that when
SEDs according to the Greedyl and the Greedy?2 algorithm®. grooming is performed, the overall cost of the network
For both algorithms, we have limited the computation time g equal to 60341. If all the SEDs pass through the EXC
two hours. The least expensive network obtained by measiseach intermediate node they traverse, the overall cost of

A. lterative Greedy Algorithm



the network is found equal to 71561. By grooming the SED: x10°  Grooming optimization for 50 routing solutions
according to the solution obtained by means of our iterativi : : :
greedy algorithm, the overall cost of the network is equal tc
51099. Note that all the above results are obtained when tf
requests are routed along the shortest path between their sou
and their destination nodes.

In this section, we evaluate the impact of different routing
solutions on the network cost. For this task, we have generatt
randomly 50 different routing solutions. For each routing
solution, we have applied our iterative greedy algorithm witt
the parameterd,;, L, and NV; being fixed to 100, 1000 and
1 respectively. In average over these 50 routing solutions,
network able to handle the set of SEDs is composed of 1452

Overall cost of the network

. . 5 i i i
optical ports and 7323 electrical ports. As a result, the overa O 1800 3E00  S400 7200 9000 10800 12600 14400

cost of the network is equal to 51135 which represents__. _ fime & o

. . Fig. 7. Evolution of the overall network cost versus computation time (set
gain of 15.25%. The cheapest network observed during Qs sep routing solutions)
simulations is composed of 14123 optical ports and of 7294
electrical ports which represent a global cost of 50593. Table |

shows the resource required for the different routing solutions

TABLE I
IMPACT OF THE PARAMETERSL1 AND Lo

of the set of 5000 SEDs. | Step 1: after 500 s | End of Step 1 I Step2:L,=L, | Step2:L,=1000
Elapsed time 500 780 823 10508
TABLE | L =10 Optical ports 17715 16143 16051 14410
DIFFERENTSEDROUTING SOLUTIONS v Electrical ports 7836 7436 7414 7263
Congestion 204 188 187 152
SEDs’ Routing and Grooming Cost
Elapsed time 500 1384 1426 5642
5 5 | 2 9 y
Shorf,estPath o, ports | 15758 | e, ports | 2022 r, ports 031| Optical ports 19811 s Optical ports 18462 15433 15407 4573
GWItho?t 0, ports -| e, ports -| 1, ports - | Electrical ports 8106 1= Electrical ports 7955 7386 7388 7310
rooming o, ports | 4053 | e, ports | 2022 ryports | 2031| Congestion 246 Congestion 208 160 160 152
Shortest Path o, ports | 11304| e ports | 2022 r, ports | 2031| Optical ports 14559 Elapsed time 500 977 1009 3583
with Gr 0, ports - | e ports - | 1, ports - | Electrical ports | 7308 L —100 Optical ports 18152 15413 15401 14559
° 0, ports 3255| ey ports | 1626 | 1y ports | 1629| Congestion 152 1 Electrical ports 7927 7378 7380 7308
o, ports | 11250| e, ports | 2022 r, ports | 2031| Optical ports 14520 Congestion 199 169 169 152
w?:;legge CO,St 0, ports -| e, ports -| r, ports -| Electrical ports 7323 Elapsed time 500 2826 2997 3274
7 | ogports | 3270| e, ports | 1632 r, ports | 1638| Congestion 154 L =250 Optical ports 18407 14547 14511 14482
1= -
Electrical port: 7950 7312 7312 7313
o, ports | 10882 e, ports | 2022 r, ports | 2031| Optical ports 14123 comied ?0 a
Best Cost with Congestion 208 154 152 151
G . 0, ports -| e, ports -| 1, ports - | Electrical ports 7294
. -
" 0, ports 3241 | ey ports | 1621 | 1y ports | 1620| Congestion 152 Elapsed time 500 3366 3689 6932
L =500 Optical ports 18471 13509 13499 13476
1 Electrical ports 7954 7254 7254 7253
In average over the 50 routing solutions, the overall network Congstion 208 14 146 146
cost varies from 60341 at the beginning of the simulation tg Elapsed time 500 7302 8325 8325
. . Optical ports 18454 13223 13186 13186
L, =1000
apout 51135 after one h(_)ur and a half of computation time| 1, Eloetioal ports oo — e o
Figure 7 plots the evolution of this network cost versus thg Congestion 208 143 15 143

computation time. The continuous curve refers to the average
evolution of the network cost observed over the 50 SEOf the greedy algorithm is smaller for larger valuelof but it
routing solutions. The vertical lines correspond to the medequires extensive time computation. Finally, the impact of the
square variation of the network cost over the 50 SED routing, parameter becomes negligible for large values of the
solutions. parameter. To concludé, = 100 andL, = 1000 seems a good

3) Impact of the parameteré; and L, on the grooming trade-off between the size of thelsts, the computation time
optimization: In this section, we evaluate the impact of theind the cost obtained at the end of the grooming optimization.
size of the Tlists on the performance of our iterative greedy 4) Impact of the parameteN; on the grooming optimiza-
algorithm. Table Il shows the number of required opticdlon: We have stated that the step 1 of our proposed greedy
and electrical ports for different values of the paramefers algorithm can be repeated several times. In this section, we
and L, at different time instance. Note that those results asyaluate the impact of the number of times this step is repeated
obtained when the SEDs are routed according to the shortdston the performance of the grooming algorithm. Table IlI
path algorithm. Figure 8 plots the evolution of the overahows the overall cost of the network for different values of
network cost versus the computation time. the parameterV, as well as the time needed to reach this

It is to be noted that, at the beginning of the simulation, theolution. Figure 9 plots the evolution of the overall network
slope of the network cost evolution is steeper for small value obst versus the computation time.
L4 than for large values. Thus we can reach better network costrom these results, we can conclude that the performance of
in shorter time. However, the network cost obtained at the endr algorithm increases as the number of iteration increases.
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Fig. 8. Evolution of the overall network cost versus computation time fdfig. 9. Evolution of the overall network cost versus computation time for

different values ofL; Ly =100, Ly = 250 and different values aWV;
TABLE 1l tries to find the least expensive grooming solution. Meanwhile,
IMPACT OF THE PARAMETERN} our second algorithm is a sequential approach that solves the
L,=50;1,=250 | 1,=100; L, =250 | I, =250; L, =250 traffic grooming problem for one connection request at a time.
Step1 [ Step2 [ Step1 | Swep2 | Step1 | Step2 The meta-heuristic approach is an iterative process based
N, = |etwork Cost | 52363 | SU147 | 52303 | S1M3 | 51107 | S1071 on a greedy algorithm. At each iteration, we try to groom a
Elapsed Time | 1383 | 5349 | 1547 | 5405 | 2860 | 3033 pair of requests satisfying a given criteria. We have shown
N, =2 [ etwork Cost | 49993 | 49695 | 49629 | 49399 | 49139 | 49153 in Section VI-A.1 that for specific scenarios, our proposed
Elapsed Time 2518 3574 2965 3159 4689 4308 . . . .
iterative greedy algorithm enables to obtain smaller network
N.=3 Network Cost | 49627 49591 48917 48899 48411 48399 h h b . d h b . d . d
173 psed T | 2776 | 3052 | 375 | 922 | 6103 | e300 costs than those obtained with basic greedy strategies propose
| etwork Cow | 25755 | #0253 | 5550 | asss7 | arost | st in the literature in a considerably s_horter computatlon tlme.
N = o psed Time | 2986 | 3090 | 4303 | 4420 | 7017 | 7138 Smaller network costs can be obtained by suitably choosing
= g [ Metwork Cost [ 45507 | 45503 | 48101 | 4wo09 | 47607 | 47607 the parameters of the iterative greedy algorithm as shown in
17" | Elapsed Time | 3563 | 3668 5134 5236 8048 8125 Sections VI-A.3 and VI-A.4.

The sequential approach is built upon Dijkstra algorithm
However,N; = 3 seems a good trade-off between the compaembined with dynamic cost assignment functions. By suitably
tation time and the cost obtained at the end of the groomioboosing the cost assigned to some specific edges, a network
optimization. with an acceptable higher overall cost can be obtained in a

_ ) very short period of time.
B. Sequential Algorithm

In this section, we have implemented the equivalent auxil- REFERENCES

iary graph representation of a node. Using the Dijkstra alg@j Jian wang, Wonhong Cho, V. Rao Vemuri and Biswanath Mukherjee,
rithm with the proposed dynamic cost assignment functions, a “Improved approaches for cost-effective traffic grooming in WDM ring

; networks: ILP formulations and single-hop and multihop connections,”
network able to handle the set of 5000 SEDs is composed of ;- " = Lightwave Technologwol. 19, no. 11, pp. 1645-1653,

14863 optical ports and 10992 electrical ports. As a result, November 2001.
the overall cost of the network is equal to 69823 and tH& M. Brunato and R. Battiti, “A multistart randomized greedy algorithm

: ; : : ; for traffic grooming on mesh logical topologiedti Proceedings of the
congestion Is equal to 71. This result is achieved when the 6t IFIP Conference on Optical Network Design and Modeling (ONDM),

finite cost assigned td and e edges is null. The overall Torino, ltaly, February 2002.
network cost decreases to 57999 when to finite cost assigififddHongyue Zhu, Hui Zang, Keyao Zhu and Biswanath Mukherjee, “A novel

: generic graph model for traffic grooming in heterogeneous WDM mesh
tobande edges IS equal to 1 and decreases more to 54457 networks,”IEEE/ACM Transactions on Networking (TQN®DI. 11, no. 2,

when this finite cost is fixed to 2. Note that the time needed pp. 285-299, April 2003.

to obtain these results is less than 100 seconds. [4] E.A. Doumith, M. Gagnaire, O. Audouin and R. Douville, “From Network
Planning to Traffic Engineering for Optical VPN and Multi-Granular
Random Demands25t" IEEE International Performance Computing
and Communications Conferenokpril 2006.

In this paper, we have introduced two routing and groomir{é] E.A. Doumith, M. Gagnaire, O. Audouin and N. Puech, “Traffic engineer-

| ith hich bl | f SED ing for virtual private networks and random traffic demands in WDM
algorithms which are able to route a large set o s at optical core networks,"14*" International Conference on Computer

optimal cost. Our cost function corresponds to the number of Communications and Networksp. 317322, October 2005.

required optical and electrical ports to transport all the traffl€] E. Salvadori, R. Lo Cigno and Z. Bka, “Dynamic Grooming in IP over
d ds. our first algorithm is b d on meta-heuristi WDM Networks: A study with Realistic Traffic based on GLANCES
emands. Qur nrst algo S based on a meta-neurislic gjmyjation Package,In Proceedings of th@*" IFIP/IEEE Conference

approach. It deals with the whole set of demands at once andon Optical Network Design and Modeling (ONDMJebruary 2005.

VIl. CONCLUSION



